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£13F NVIDIA Certified Professional-Gen Al LLMs certification INEZ 1R, AFIIEMESINEFMRASZNE MERETNNE,

FHERF T AEXIEY IR IR R

FilEAAEE

£ Al MILE, HBERESRE (LLM) MEREL, HEEFR. RUMAMEREG RS EM. AFLIT. JIFMRIE LLM,

R ASTHMN DRI ARTRARIE RS BIERE Al RAR, HAMEFFADRETE, BFEELNOREN. MR B,

X TEERS R

REIFF RN

- SEXRARANE G TR R B AR R,

- MABMERIAAE (I Low-Rank Adaptation 5 LoRA) A1 kit AR, MNAIREE
RMHLHEARRINESR, ABEBEHT. EEHT. KEHTRERHITRA,

het
e

. EAMNREEK,

&R

- FERANBRSURIEESE, £E8TEIEMF (BLEU. ROUGE. perplexity #1 LLM-as-a-judge) SE M4 TE (ATIFE. B0
o DRFMAEEIF] CUDA® RNIZMERE, 1217 GPU HREHRTR, HIRSHESIIGINE,
© HXZ GPU. minRASHIIFRNAFEIE, HITHEREENHHSITHERE, BARERARBRERBIET.

BENT R

. EITA LM (Docker) 54HE (Kubernetes) SRRV ZRE 5|4 IR 1B,
o FIRHEEBITHRA, LWRTER. SFEHE, HEFLEZKIES,
- REH4 Python IREHENIESE I TIER, DEMIED C++ SLHEH M MERRBEEEML K.

BURRFIERZ

< SHHRITERR, 2EEIERE. FENRAEE, BERITERNERES.
- QIEELFHEPHR, 10 CUDA REDE. AIZERAM2HNINEHTYT B,
- FEBRHAERT Al. Transformer Z2¥9F0 NVIDIA SRR AER, HWFRFEATL.
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BV R &EIRMERE

- A& 2 -3F%ETF LLM FEM Al S ML RERE%

© RNEIE Transformer ZRMFIE, BIEEZIES. D — RID[BEMAUBERIDRA
.« PAEIRIGBER (RAG). KITEEMM S RIFRA

© ERHRAHITESSUERHALERS EREFENER

- REEEEIITEER,. T ARMLTT E

- ¥Ei® Python 412; A&l C++ LIMREXBIERMEENE MK

- E#% Docker #l Kubernetes Al# BEBBHIZL

« P NVIDIA £ £ 4 (NGC™ catalog. Base Command™ Platform. DGX™ systems. Al Enterprise suite) M|EEMLHE

INEEFENSEZE

LLM #8953 Z:NE 6%

EMRAZIREEMN LLM 2 5HE], HRIENA.

1.1 Sifimhass — RRRDSREEM RN A,

1.2 BEOEHER Transformer 2244, SEHEZORKBEET (Self-Attention) M.
1.3 BEMFF RN, MImiDEs — fRISEEE PIRENER A[AE (embeddings)o

1.4 BEMSEIAFNAERIERRERAR,

1.5 IBMRECTARFDESHYIE = 1R AL AR R (5 FA A B SRR AR

1.6 EEERNEEZ.

NVIDIA 15T REERESHR

NVIDIA #Fi5illl (RT5%)

> iR1E: EAEIE) (REERAESRE (LLM) ZA) EEHRE) sufliESAEIN (MEREFRXESRE (LLM) R (
IRIZAL)

> R12 WINESHIBYIIEE (EET Transformer WBEAIESRIENA) (EFREAN)

o

FlRAEHTE

> Mastering LLM Techniques: Training | NVIDIA Blog

> Attention Is All You Need | arXiv
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-03+V3
https://developer.nvidia.cn/blog/mastering-llm-techniques-training/
https://arxiv.org/abs/1706.03762

Itz ZiEAE 13%

BERTRTIE. B (CoT). PMFENE. Zero/One/Few-shot #FAZFE I LIRGEHIES, £ LLM ENHAVTE. ESSEIED o

2.1 BRI EMAIR RIS ER, SIEFER B (Chain-of-Thought) A%, LUK/ IEHIRE S E AR TES
(Prompt Learning) 588,

2.2 3 zero-shot. one-shot # few-shot AR BIERIEN 4,

23 RIEFE, ERRARESERIIGETHEIE LLM.

24 gItE AR LM HERR, SERIENFIMZIRMEDRE, A, BOORNKR, HRUAF .

NVIDIA 5l RiEREZ AR

NVIDIA #FEilll (RT5%)

> iR1E: EEEIRI (FAETRFIENOAESRE (LLM) NA) (EERE) St MiESHEIEE (FIBRRIEMBEXESRE
(LLM) iZAR) (BBIRIEAN)

> iR1E: EABEIEI (KIESRE — RAG BEEAN]) EERE) UHMESHEIIE (MBAXIESRE RAG Bielh) (BEIRE
A4

FIRABHTF

> Mastering LLM Techniques: Inference Optimization | NVIDIA Technical Blog

> An Easy Introduction to LLM Reasoning, Al Agents, and Test-Time Scaling | NVIDIA Technical Blog
> Train a Reasoning-Capable LLM in One Weekend With NVIDIA NeMo™ | NVIDIA Technical Blog

> Multi-Turn Conversational Chat Bot NVIDIA Generative Al Examples 0.5.0 Documentation
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-FX-12+V2
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-FX-12+V2
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://developer.nvidia.cn/blog/mastering-llm-techniques-inference-optimization/
https://developer.nvidia.cn/blog/an-easy-introduction-to-llm-reasoning-ai-agents-and-test-time-scaling/
https://developer.nvidia.cn/blog/train-a-reasoning-capable-llm-in-one-weekend-with-nvidia-nemo/
https://nvidia.github.io/GenerativeAIExamples/0.5.0/multi-turn.html

FEES. ZiEE 9%

I HIEEE. ik, D5A4R, UKk Tokenization MIECEIE, FemA TG, HIASHHEIERNSUIEES T

3.1 EAHEEMUE MERKAE. 13K, B, HONENFFENRIED B

32 PRAWIEE. BEBINERH NERESHUR,

3.3 EEHINGDREE, MK IREREAIECERA/ (40 BPE M WordPiece), LUEELESS FHRMZEIRRSo

NVIDIA Zi#FERESZR

NVIDIA 5l (RT5%)

> iR1E: EAEIEI (KESREESE. Ik ZB58L) (EERE) SUHTESHEIIEE (hRBESEEFINHNIR) (EERE
A4

> B2 HINIESHIZIIIE (MEET Transformer WBERIESRIENA) (EBIREAN)

FRABHTF

> NVIDIA/GenerativeAlExamples | GitHub

> NVIDIA Al Workbench Example Projects

> Tokenizers NVIDIA NeMo Framework User Guide

> NVIDIA/NeMo | GitHub

> Train Models Using a Distributed Training Workload

> Speed Up Data Exploration With NVIDIA RAPIDS™ cuDF | NVIDIA Technical Blog

> Accelerating Time-Series Forecasting With RAPIDS cuML | NVIDIA Technical Blog

> Model Fine-Tuning NVIDIA NeMo Framework User Guide 24.07

> NeMo Curator | NVIDIA Developer

> Faster Causal Inference on Large Datasets With NVIDIA RAPIDS | NVIDIA Technical Blog

> Fine-Tuning NVIDIA NeMo Framework User Guide
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-03+V3
https://github.com/NVIDIA/GenerativeAIExamples
https://docs.nvidia.com/ai-workbench/user-guide/latest/quickstart/example-projects.html
https://docs.nvidia.com/nemo-framework/user-guide/latest/nemo-2.0/migration/tokenizer.html
https://github.com/NVIDIA/NeMo
https://run-ai-docs.nvidia.com/self-hosted/workloads-in-nvidia-run-ai/using-training/distributed-training/distributed-training-models
https://developer.nvidia.cn/blog/accelerated-data-analytics-speed-up-data-exploration-with-rapids-cudf/
https://developer.nvidia.cn/blog/accelerating-time-series-forecasting-with-rapids-cuml/
https://docs.nvidia.com/nemo-framework/user-guide/24.07/llms/t5/finetuning.html
https://developer.nvidia.cn/nemo-curator
https://developer.nvidia.cn/blog/faster-causal-inference-on-large-datasets-with-nvidia-rapids/
https://docs.nvidia.com/nemo-framework/user-guide/24.09/multimodalmodels/multimodallanguagemodel/neva/finetune.html

REMRW: ZEME 17%

ERRESEEAERMAREE, Wk, EAMARKRE, KERAEFER. MEREENIMRERS GPU MR, SIHEMHE.

41 NABR. BRUURNE [ BUEENEAR, URRRESE, AMAREHEIENEE, SIBEAINER,

4.2 ERFLHEIEBEEFES (3% NVIDIA AT00/H100 Tensor Core GPU. FP16. INT8) EFINENER ()l4E. SHWRREN.
BUEEN) FEE2EAREREBENRN.

43 ERNIREMEBEAR, BTFAEMIIGERMEE NESMAIEE,

44 HTRHUNBSHRANSOHRNESRIER, SEFIFFEMREN/NEE,

45 FERABRERESE (WNREER Beam Search. SREZEM Temperature Scaling), HFABRRFNWIHRER, TR BAIER.

46 IRIEEEREN. ESFERMTARR, EFEFHNABMATE (W0 NVIDIA TensorRT™. BHED / RVERS. BEEH).

47 BIEIBIESEE (MLM) M / AT —aFURARINGE T RESFHEL] LM, FIEREM. RBIREEKRERR.

NVIDIA 5T RIEEREZ AR

NVIDIA #Fi5illl (RT5%)

> iR12: HITESHEZINEE (EBET Transformer WBEAESVIEBNA) (BEEIRIZAN)

> iR1E: ELBREE (KESEEESE: M. RES5EWL) (EEFIRR SiiESEIIINE ChRIBSEEFINFHIR) (BEHIRE
AH)

> IR12: LB EEI UIENEE RAG TIER) (BEIRR) SuHITiESAETIIE (A NVIDIA NIM AFIREEE RAG TIER) (BEE
BRI K)

> 1272 WM SR (ERHT

MEMBEREMENE) EHREAN

FIRAEHEF

> Best Practices for TensorRT Performance | NVIDIA Documentation

> Quantization NVIDIA NeMo User Guide

> DistilBERT, a Distilled Version of BERT: Smaller, Faster, Cheaper, and Lighter | arXiv

> What Is Knowledge Distillation? | IBM

> Sparsity in INT8: Training Workflow and Best Practices for NVIDIA TensorRT Acceleration | NVIDIA Technical Blog

> Quantization and Calibration NVIDIA TensorRT Documentation

> Post-Training Quantization vs. Quantization-Aware Training | Fiveable

> Quantization-Aware Training (QAT) vs. Post-Training Quantization (PTQ) | Better ML (Medium)

> The lllustrated Transformer | Jay Alammar

> Understanding Data Types in Al and HPC: INT8, FP8, FP16, BF16, BF32, FP32, TF32, FP64, and Hardware Accelerators |
It’s About Al

> Quantization: What You Should Understand if You Want to Run LLMs | Pavan Mantha, LinkedIn

> Capabilities NVIDIA TensorRT Documentation

> LoRA: Low-Rank Adaptation of Large Language Models | OpenReview

> GPTQ: Accurate Post-Training Quantization for Generative Pretrained Transformers | arXiv
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-03+V3
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-18+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-18+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-18+V1
https://www.nvidia.cn/training/instructor-led-workshops/model-parallelism-build-deploy-large-neural-networks/
https://docs.nvidia.com/deeplearning/tensorrt/latest/performance/best-practices.html
https://docs.nvidia.com/nemo-framework/user-guide/latest/nemotoolkit/nlp/quantization.html
https://arxiv.org/abs/1910.01108
https://www.ibm.com/think/topics/knowledge-distillation
https://developer.nvidia.com/blog/sparsity-in-int8-training-workflow-and-best-practices-for-tensorrt-acceleration/
https://docs.nvidia.com/deeplearning/tensorrt/latest/inference-library/work-quantized-types.html
https://library.fiveable.me/edge-ai-and-computing/unit-6/post-training-quantization-vs-quantization-aware-training/study-guide/MvXKnMtRCdos9XsJ
https://medium.com/better-ml/quantization-aware-training-qat-vs-post-training-quantization-ptq-cd3244f43d9a
https://jalammar.github.io/illustrated-transformer/
https://itsabout.ai/understanding-data-types-in-ai-and-hpc-int8-fp8-fp16-bf16-bf32-fp32-tf32-fp64-and-hardware-accelerators/
https://itsabout.ai/understanding-data-types-in-ai-and-hpc-int8-fp8-fp16-bf16-bf32-fp32-tf32-fp64-and-hardware-accelerators/
https://www.linkedin.com/pulse/quantization-what-you-should-understand-want-run-llms-pavan-mantha/
https://docs.nvidia.com/deeplearning/tensorrt/latest/architecture/capabilities.html
https://openreview.net/forum?id=nZeVKeeFYf9
https://arxiv.org/abs/2210.17323

iR ZiEiNE 13%

ERSHREMGE. AKRIR. WHEFILURREITRE, BTN LLM ERICR AT T ESS S E T

51 BIEEMFNET ARRIGHRCFSIRLIMRESTEN—EE, SEEZRFMLL (DPO) SBEHABNRIEMLL (GRPO) F
Fifo

52 FHIBMARAXMLIRKL, HERSHMEMIA (LoRA, EEEEE. P-tuning)o

53 SKHERAIALL, BIEIEIE, HASMEEREEREET.

5.4 EELR. WHERIEZEH N LLM RITESENEH.

NVIDIA 5l RiEREZ AR

NVIDIA #FF5il (7Ti%)

> R12: EEEIHFI (KESREESE: Ik, ZBS5EN) EERE) uHiESNFIIN (WXRESRERFINFAIR) (EERE
A

FRAEHTE

> Deploy Diverse Al Apps With Multi-LoRA Support on NVIDIA RTX™ Al PCs and Workstations | NVIDIA Blog

> Selecting Large Language Model Customization Techniques | NVIDIA Technical Blog

> LoRA: Low-Rank Adaptation of Large Language Models. | arXiv
> Parameter-Efficient Fine-Tuning for LLMs With NVIDIA NeMo | NVIDIA Technical Blog
> Prevent LLM Hallucinations With the Cleanlab Trustworthy Language Model in NVIDIA NeMo Guardrails | NVIDIA Technical Blog

> Chapter 7, Regularization for Deep Learning—Deep Learning: An MIT Press Book (Goodfellow, Bengio, Courville)
> LLM Evaluation Metrics: BLEU, ROUGE, and METEOR Explained | Medium
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-26+V1
https://developer.nvidia.cn/blog/deploy-diverse-ai-apps-with-multi-lora-support-on-rtx-ai-pcs-and-workstations/
https://developer.nvidia.cn/blog/selecting-large-language-model-customization-techniques/
https://arxiv.org/abs/2106.09685
https://developer.nvidia.cn/blog/selecting-large-language-model-customization-techniques/
https://developer.nvidia.cn/blog/prevent-llm-hallucinations-with-the-cleanlab-trustworthy-language-model-in-nvidia-nemo-guardrails/
https://www.deeplearningbook.org/
https://avinashselvam.medium.com/llm-evaluation-metrics-bleu-rogue-and-meteor-explained-a5d2b129e87f

ik ZENE 7%

WIEESEMIER. ERIRIT. EENEH, BRONUKRETY BITE, X LLM #1TRGELIT .

6.1 SMEAENAER. HITEASSHLITH SH#EITIFER LLM , /A BLEU. ROUGE. Perplexity EXEIMTHIERRE,

6.2 ZHf LLM SFERAAHRITRAMBEIRDH, IR3IE REVT M H R

6.3 ERRERITEIETRNEMTES (G044 DGX &4t =ik GPU) L&Y LLM BE#HITEEN XS I L5347,

6.4 IR HKMEETEIER, BE LAFARKE, BREMTENREBIESTY RBIE, fBRHAKUNIIETE

NVIDIA 5= RIEREZ AR

NVIDIA $##F5i (7T5%)

> R52: ELBEFI ELEE RAG TER) (EHFE) IUHTESHZIBE (A NVIDIA NIM AFUEEE RAG TIER) (BEE
IRIEAN)

FIRA BT

> NVIDIA Metrics | Ragas

> Retrieval-Augmented Generation (RAG) Pipeline | NVIDIA Docs
> Evaluating Medical RAG With NVIDIA Al Endpoints and Ragas | NVIDIA Technical Blog

> Integrations | Ragas
> NVIDIA-AI-Blueprints/RAG | GitHub
> NeMo Evaluator | NVIDIA Developer

> Introduction—NVIDIA Autonomous Vehicles Safety Report

> Performance Analysis Tools | NVIDIA Developer

> Deployment Best Practices—NVIDIA RTX vWS: Sizing and GPU Selection Guide for Virtualized Workloads
> Troubleshoot NVIDIA NIM for LLMs

> How the DGX H100 Accelerates Al Workloads | CUDO Compute

> Masked Language Model Scoring | arXiv

> Perplexity of Fixed-Length Models | Hugging Face

> The Importance of Starting With Error Analysis in LLM Applications | Shekhar Gulati
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-18+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-18+V1
https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+C-FX-18+V1
https://docs.ragas.io/en/stable/concepts/metrics/available_metrics/nvidia_metrics/
https://docs.nvidia.com/morpheus/examples/llm/rag/README.html
https://developer.nvidia.cn/blog/evaluating-medical-rag-with-nvidia-ai-endpoints-and-ragas/
https://docs.ragas.io/en/stable/howtos/integrations/
https://github.com/NVIDIA-AI-Blueprints/rag
https://developer.nvidia.cn/nemo-evaluator
https://docs.nvidia.com/self-driving-cars/autonomous-driving-safety-report/introduction/index.html
https://developer.nvidia.cn/tools-overview
https://docs.nvidia.com/vgpu/sizing/virtual-workstation/latest/best-practices.html
https://docs.nvidia.com/nim/large-language-models/latest/troubleshoot.html
https://www.cudocompute.com/blog/how-the-dgx-h100-accelerates-ai-workloads
https://arxiv.org/abs/1910.14659
https://huggingface.co/docs/transformers/en/perplexity

GPU mEffiib: ZiENE 14%

¥ RAHMN GPU B LR LLM JIZRFNEIE, JMEZS GPU / DB RHME. HITIHERR. HEHE. ATSHAERK, URkIE6E
VA

7.1 BEZ% GPUMHFHINILIEE (DDP. FSDP. #RA, TIER. KE. k. FVMNERHAT,

7.2 Y Tensor Core fREREMULUNME /| AFERE, KUESHELE,

7.3 DEMRKBEERIIKEEREMTE (GEMM) 12(F, HAXARERMRE, MEREAER)IZINEFZRIR THESHETT

7.4 @ CUDA DImRAFIRRIMETAZ, HEt3AEHM AR P EUE I T R HR.

NVIDIA 5 REEREZ AR

NVIDIA #F5il (7Ti%)
> R12: ELBEXHFI (A Nsight 2T TR CUDA Hl28FSIRE3) (BEIRE)
> iRiE WIESREIIEE (REHT MEMBEREMENE) EFREAN)

RN B
> Distributed Data Parallel in PyTorch
> CUDA C++ Best Practices Guide 13.0

> Assess, Parallelize, Optimize, Deploy | NVIDIA Blog
> Parallelisms — NVIDIA NeMo User Guide
> Batching — NVIDIA NeMo Developer Docs

> PyTorch Lightning: Gradient Accumulation | GitHub

> Accelerate Usage Guides: Gradient Accumulation | Hugging Face
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https://learn.nvidia.com/courses/course-detail?course_id=course-v1:DLI+S-AC-03+V2
https://www.nvidia.cn/training/instructor-led-workshops/model-parallelism-build-deploy-large-neural-networks/
https://docs.pytorch.org/tutorials/beginner/ddp_series_intro.html
https://docs.nvidia.com/cuda/cuda-c-best-practices-guide/
https://developer.nvidia.com/blog/assess-parallelize-optimize-deploy/
https://docs.nvidia.com/nemo-framework/user-guide/latest/nemotoolkit/features/parallelisms.html
https://docs.nvidia.com/nemo-framework/user-guide/24.09/nemotoolkit/nlp/nemo_megatron/batching.html
https://github.com/Lightning-AI/pytorch-lightning/blob/master/docs/source-pytorch/common/gradient_accumulation.rst
https://huggingface.co/docs/accelerate/en/usage_guides/gradient_accumulation

1REIERE . ZEHiNE 9%

ERARBUIERLIMESR LLM 88E, S5 BRHESHH. SMHLESERRSS, FRHESSHMEER.

8.1 DITIERIRE (Ymh3as. FRISEE. REDES — AREDRR) 1TEAE, HEWAEMIEREITH.

82 MEAB[UMIEIIER, SSSHAIEERR, HiBI NVIDIA Dynamo-Triton SEHEMEE.

8.3 EEEMEIEIRSE (Kubernetes. ensemble workflows). SEHESZATYSMHTE Docker HiEfTIRAY,

NVIDIA 5T RIEEREZHR

NVIDIA 5l (RT5%)

> IRi2 LB (FURALEE RAG TIER) (BFIRTR) SUAIMESHEIIIEE (/A NVIDIANIM KMREE RAG TIER) (BE
IRIZAL)

> R12. ELBEITHI (KESRE — RAG BREAAN]) BB IRE) SuHMESEIIN (WRAXESEE RAG BRER) EBERE
AR

FIRAEHTE

> NVIDIA NIM Microservices for Accelerated Al Inference

> Overview of NVIDIA NIM for Large Language Models (LLMs)
> Power Your Al Projects With New NVIDIA NIMs for Mistral and Mixtral Models | NVIDIA Blog

> Concurrent Model Execution—Dynamo-Triton (Previously NVIDIA Triton™ Inference Server) User Guide

> Model Configuration—Dynamo-Triton (Previously Triton Inference Server) User Guide

> Schedulers—Dynamo-Triton (Previously Triton Inference Server) User Guide

> Batchers—Dynamo-Triton (Previously Triton Inference Server) User Guide
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https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/training/instructor-led-workshops/building-rag-agents-with-llms/
https://www.nvidia.cn/ai-data-science/products/nim-microservices/
https://docs.nvidia.com/nim/large-language-models/latest/introduction.html
https://developer.nvidia.cn/blog/power-your-ai-projects-with-new-nvidia-nims-for-mistral-and-mixtral-models/
https://docs.nvidia.com/deeplearning/triton-inference-server/user-guide/docs/user_guide/model_execution.html
https://docs.nvidia.com/deeplearning/triton-inference-server/user-guide/docs/user_guide/model_configuration.html
https://docs.nvidia.com/deeplearning/triton-inference-server/user-guide/docs/user_guide/scheduler.html
https://docs.nvidia.com/deeplearning/triton-inference-server/user-guide/docs/user_guide/batcher.html

EmNMTEYE: ZEHNE 7%
RSN R AT AR, FFNEERABHRE, SIRES . IHERENLRESHERANENER, SHELIBR,
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> Build an Enterprise RAG Pipeline Blueprint | build.nvidia.com
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